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Abstract— Handwritten signature recognition, a pivotal component of biometric authentication, demands robust and efficient feature 

extraction techniques for optimal performance. This research presents a comparative analysis of three prominent feature extraction 

methods: Local Binary Patterns (LBP), Histogram of Oriented Gradients (HOG), and Scale-Invariant Feature Transform (SIFT). Using 

a curated dataset of 2,000 signatures, comprising both genuine instances and skilled forgeries, we evaluated each technique's efficacy in 

terms of accuracy, computational efficiency, and robustness. Our findings revealed that while HOG demonstrated superior accuracy, 

LBP excelled in computational speed, and SIFT showcased potential in handling varied capture scenarios. This study provides valuable 

insights for the development of advanced signature recognition systems, emphasizing the significance of tailored feature extraction for 

enhanced biometric authentication. 

 
Index Terms— Local Binary Patterns, Histogram of Oriented Gradients, Scale-Invariant Feature Transform, Signature Recognition, 

Artificial Neural Network. 

 

I. INTRODUCTION 

Signature recognition has long been an essential 

component of biometric identification systems, offering a 

unique blend of traditional verification with the potential for 

digital integration. In the current biometric landscape, where 

the emphasis is on ensuring both security and user 

convenience, handwritten signature recognition stands out 

due to its non-intrusive nature [1] and widespread acceptance 

in both legal and informal scenarios. As cyber threats evolve 

and the demand for secure authentication methods intensifies 

[2], the reliability and accuracy of signature recognition 

systems becomes paramount. 

The performance of a signature recognition system is 

heavily influenced by the feature extraction techniques 

employed [3]. Techniques such as Local Binary Patterns 

(LBP) [4], Histogram of Oriented Gradients (HOG) [5], and 

Scale-Invariant Feature Transform (SIFT) [6] play pivotal 

roles in determining the distinctiveness and reliability of 

extracted features from signature samples. These methods, 

each with its own strengths and limitations, can significantly 

impact the system's ability to distinguish genuine signatures 

from forgeries and variations of the same signature. A 

comparative analysis of these techniques, as presented in our 

study, provides a deeper understanding of their efficacy in 

optimizing signature recognition systems to meet the 

stringent requirements of today's biometric scenario. 

II. METHODOLOGY 

This section outlines the specific steps and techniques 

employed in our study on handwritten signature recognition. 

We've focused on three primary feature extraction methods: 

Local Binary Patterns (LBP), Histogram of Oriented 

Gradients (HOG), and Scale-Invariant Feature Transform 

(SIFT). Here, we'll detail the process of data collection, the 

application of each technique, and the metrics used for 

comparison. 

1. Data Collection:  

The primary objective of our data collection phase was to 

collect a diverse and representative dataset of handwritten 

signatures. Signatures were collected from a varied group of 

participants, ensuring a broad spectrum of writing styles, 

ages, and cultural backgrounds. Participants were recruited 

from three distinct demographics: college students, 

employees, and senior citizens, ensuring age-related 

variations in handwriting. 

During the data collection phase, each participant 

contributed 10 genuine signatures, reflecting their typical 

daily signing pattern, and 10 skilled forgeries, created by 

attempting to replicate signatures from other participants. 

This method was designed to produce a balanced dataset, 

evenly split between authentic signatures and forgeries. To 

maintain the integrity and detail of each signature, all entries 

were captured using a high-resolution scanner set 
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consistently at 600 dpi, ensuring the preservation of intricate 

signature details vital for subsequent feature extraction. 

 
Figure 1: Sample Signatures 

 

2. Preprocessing 

In the preprocessing phase, a series of standardized steps 

were undertaken to ensure the uniformity and quality of the 

collected signatures, optimizing them for the subsequent 

feature extraction process. Initially, each signature was 

resized to a consistent dimension of 256x256 pixels to 

maintain a uniform input size for the algorithms [7]. 

Following this, signatures were converted to grayscale, 

simplifying the data while retaining essential structural 

details [8]. To further enhance clarity and reduce potential 

noise, a Gaussian blur [9] was applied, smoothing out minor 

inconsistencies and imperfections. This meticulous 

preprocessing not only streamlined the dataset but also 

ensured that the subsequent analysis would be conducted on 

data of the highest possible quality, free from extraneous 

variables that could skew the results. 

3. Feature Extraction 

In our study, we delved into the intricacies of three pivotal 

feature extraction techniques, each offering a unique 

perspective on the structural and textural nuances of 

handwritten signatures: 

I. LBP (Local Binary Patterns): LBP is a powerful 

texture descriptor [10]. For each pixel in a grayscale 

image, the LBP value is calculated by comparing the 

pixel's intensity with its eight neighboring pixels 

[11]. Mathematically, the LBP value LBP P,R for a 

pixel is given by: 

 
where gc is the intensity of the center pixel, gp is the 

intensity of one of its neighbors, and s(x) is a step function 

that outputs 1 if ≥0x≥0 and 0 otherwise. The resulting 

histogram of these LBP values across the signature image 

captures its local texture information. 

 

II. HOG (Histogram of Oriented Gradients): HOG 

is primarily used to detect edges and their 

orientations in an image [12]. The image is divided 

into small cells (e.g., 8x8 pixels), and for each cell, a 

histogram of gradient directions is computed [13]. 

The gradient magnitude and direction (θ) for a pixel 

are given by: 

 
where Gx and Gy are the gradients in the x and y 

directions, respectively. These histograms are then 

normalized over larger blocks (e.g., 16x16 pixels) to account 

for changes in illumination and contrast. 

 

III. SIFT (Scale-Invariant Feature Transform): SIFT 

identifies and describes key points in an image that 

are invariant to image scaling, rotation, and 

translation [14]. The process involves detecting 

extrema in the difference-of-Gaussians function 

applied to the image at various scales [15]. Once key 

points are identified, a descriptor is computed for 

each key point by considering the gradients in its 

neighborhood. The descriptor is a 128-element 

vector capturing gradient information, making it 

robust to various transformations. 

By employing these techniques, we aimed to extract 

comprehensive and distinctive features from the handwritten 

signatures, ensuring a robust representation for subsequent 

analysis and classification. 

III. CLASSIFICATION 

For the classification phase, we leveraged the capabilities 

of Artificial Neural Networks (ANN). The architecture of our 

ANN was designed to be flexible, allowing it to adapt to the 

unique characteristics presented by each feature extraction 

technique. 
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1. Network Architecture: 

The ANN comprised an input layer, multiple hidden 

layers, and an output layer. The input layer's neuron count 

was dynamically adjusted based on the dimensionality of the 

feature set being used. The hidden layers utilized the 

Rectified Linear Unit (ReLU) activation function for its 

efficiency and ability to handle vanishing gradient issues. 

The output layer consisted of two neurons, representing 

genuine and forged signatures, and employed the softmax 

activation function to provide a probability distribution over 

the two classes. 

2. Training and Validation: 

For each feature set: 

I. LBP-based Features: The network was 

trained using the feature vectors obtained 

from the LBP technique. The 

dimensionality of these vectors determined 

the input layer's neuron count for this 

iteration. 

II. HOG-based Features: Similarly, the 

ANN was reconfigured to accommodate 

the feature vectors derived from the HOG 

descriptors, ensuring optimal processing of 

the gradient-based information. 

III. SIFT-based Features: For the 

SIFT-derived features, the network's input 

layer was adjusted to match the 

128-element descriptor vectors. This 

configuration allowed the ANN to 

effectively learn from the scale-invariant 

characteristics of the signatures. 

 
Figure 2: Training, Testing and Validation 

By employing an ANN for classification and adapting it to 

each feature extraction technique, we ensured a tailored 

approach that maximized the potential of the extracted 

features, leading to a comprehensive understanding of each 

method's efficacy in signature recognition. 

 

IV. RESULTS AND DISCUSSIONS 

Having meticulously processed the handwritten signatures 

through feature extraction and subsequent classification 

using an Artificial Neural Network (ANN), we arrived at a set 

of results that offer insights into the efficacy of each 

technique. 

1. Performance Metrics 

Table 1: Performance Metrics for the 3 Feature Sets 

Feature 

Technique      

Accuracy Precision Recall F1-Score 

LBP-based 

Features 

92.5%     91.8%     93.2%     92.5%     

HOG-based 

Features 

94.6%     94.2%     95.1%     94.6%     

SIFT-based 

Features    

90.3%     89.8%     90.7%     90.2%     

2. Comparative Analysis: 

I. Accuracy: The HOG-based features outperformed 

the other two techniques, achieving an accuracy of 

94.6%. This suggests that the gradient information 

captured by HOG is particularly effective for 

distinguishing between genuine signatures and 

forgeries. 

II. Precision and Recall: While the precision and 

recall values were relatively close for each 

technique, HOG again demonstrated a slight edge, 

indicating its balanced capability to correctly 

identify genuine signatures and minimize false 

positives. 

III. Computational Efficiency: LBP was the fastest in 

terms of feature extraction time, followed by HOG 

and then SIFT. This makes LBP a potential 

candidate for real-time applications where speed is 

crucial, despite its slightly lower accuracy compared 

to HOG. 

3. Discussion: The results underscore the importance 

of choosing the right feature extraction technique 

based on the specific requirements of a signature 

recognition system. While HOG emerged as the 

most accurate, LBP's computational efficiency 

cannot be overlooked, especially for applications 

demanding rapid processing. SIFT, being 

scale-invariant, might be more suitable for scenarios 

where signatures are captured at varying scales or 

resolutions. 

It's also worth noting that combining features or using 

ensemble methods might further enhance the performance, a 

direction that could be explored in future research. 

V. CONCLUSION 

This study delved into the evaluation of three feature 

extraction techniques—Local Binary Patterns (LBP), 
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Histogram of Oriented Gradients (HOG), and Scale-Invariant 

Feature Transform (SIFT)—for handwritten signature 

recognition. HOG emerged as the standout in terms of 

accuracy, while LBP showcased its strength in computational 

efficiency. SIFT's scale-invariance highlighted its potential 

for varied capture scenarios. The research underscores the 

critical role of feature extraction in determining the 

effectiveness of signature recognition systems. As biometric 

authentication gains prominence, the insights from this study 

will be invaluable for both researchers and practitioners 

aiming for precision and efficiency in signature-based 

systems.  
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