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Abstract: In last few years there has been drastic increase in accumulation of data. The accumulation is so huge that it is beyond the

reach of classical computing resources. In this paper we are going to do performance analysis and their comparison using classic
computing resources i.e. pc and java and Evolved computing model i.e. cloud computing and Hadoop.
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Software as a Service (SaaS)
I. INTRODUCTION

location [1].

At the same time there is continuous and drastic reducti 3 agrol the under!‘&
in price of storage devices [2]. And thirdly the em i servers ing
of World Wide Web. These three factors resul i of

increase in accumulation of data. The data i ssible ns |ted user-
user generated and machine generated [3] [7]

media, emails, etc. and from sumer isto deploy onto

error dump, GPS etc. astructur % r-created or acquired
The data is so it i i appllcatlons createi& rogramming languages,

raries, servi tools supported by the provider.3
e consumer, does not manage or control the underlying
structure including network, servers, operating
, Or storage, but has control over the deployed
cations and possibly configuration settings for the
pplication-hosting environment. [8]

Infrastructure as a Service (laaS)

Using cI oop we are goi
proc |at|o ‘e and compare
performan Wlt

In thi The capability provided to the consumer is to provision
Big data b |ng wotd countgperatiop. processing, storage, networks, and other fundamental
of word co [5] me d different computing resources where the consumer is able to deploy
computing mogel . Pc wi and cloud with and run arbitrary software, which can include operating
Hadoop. We have chosen Am services (AWS) as systems and applications. The consumer does not manage
cloud provider. or control the underlying cloud infrastructure but has

% control over operating systems, storage, and deployed

1. Concepts applications; and possibly limited control of select

Cloud Computing networking components (e.g., host firewalls). [9]
“Cloud computing is a model for enabling ubiquitous, Big data

convenient, on-demand network access to a shared pool of  Big data is high-volume, high-velocity and high-variety
configurable computing resources (e.g., networks, servers, information assets that demand cost-effective, innovative
storage, applications, and services) that can be rapidly forms of information processing for enhanced insight and
provisioned and released with minimal management effort  decision making. [10]

or service provider interaction. “[6]

There are three service model of cloud they are as follows:
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a distributed environment. It’s model is based on master
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Big data relation with cloud computing
Since the Big data is having high volume and velocity,
computing resource must be highly scalable.

i mong SI%
r. HD
em. HDE ist
computing model provides on demand, highl name

resource pool so it is the best option for proc . i i %&e, execute.
Cloud also provide pay as you go cha i i i pping of files in

e of name node

[11]
ilure occurs. Data node
Java
Java is one gf th sist of job tracer, task tracker and
i ap reduce. Jo®#tracker keeps track and schedule map

came intoge
G reduce japs.¥he task tracker gets information from job
it is responsible to spawn process in JVM. Map
is parallel programming approach which is used to

‘ ocess big data by analysis, mapping and reducing it
d by Apache fou@ (Refer Fig 1). [15]

B8Ign to process in Amazon EMR
ess B

HDFS Architecture

Metadata (Name, replicas, ...):
Namenode /home/foo/data, 3, ...

Metadata ops =

Block ops
Read Datanodes Datanodes

o . % L Replication = = L
[ J:I Blocks
- \ \ o Y,
Rack 1 VWrite Rack 2
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Amazon EMR [Elastic MapReduce] is platform as a service The file on which the word count is to be performed is
(PaaS) which gives runtime environment for Hadoop uploaded on Amazon S3.S3 stands for Simple Storage
programs. Amazon EMR is the combination of Amazon Service. The word count application which is in .jar format
EC2 (Elastic Compute Cloud) and Hadoop distribution. is also uploaded on s3.

Amazon EC2 is laaS provided by Amazon .It gives
compute power. [16]

Amazon S3

Amazon S3(Simple Storage Service) is a cloud storage
Which can be accessed through internet. It used for storin
and retrieving of data. For per?orming word count operatiorgwl V. DISCUSSION
the word count application and dataset is stored in Amazon The first case we have seen that 3
S3. [17] the performance improves j

The performance is measured using cluster size 16. In this
same data set is given for performance which is increased
gradually by 0.8 GB. (Refer Fig 5)

er size increases

IV. PERFORMANCE ANALYSIS word count on 9.6 GB file réde
We have done performance analysis in three steps they are Table 1 Performang
as follows:
. Evaluation of Cluster size i . Sr. File Java Amazon EMR | Performance
First the performance of the data on different cluster size is | 5 | gjze (Tirie (Tt Improvement
measured. The cluster size on which best performance is (inGB) | in Seconds) Seconds)
found is used for measuring performance of different size , [~ 0.8 6. - B
of data set. The performance is measured in cluster siz - -
- 2 2 -
4, 8, 16.The best performance for data size 9.6 ) [ ) i 4
obtained with cluster size 16.hence it is used. (R 3| 2 156.9 134 14.6 %
4 2 209 145 30.62 %
Performance analys_is using java ' 5 4.0 251 161 38.31%
The performance is evaluated us 0
. o 6 4.8 302 167 44.7%
following are the specifications. " o
Java: jdk1.7.0u67 7] 54 390 i ¢ st
Pc: Processor: IW(R 8 | 64 444-4 221 50.27 %
RAM: 2Gb.# 9 7.2 495.7 225 54.61 %
System 10 8.0 542 231 57.38%
Process 1 8.8 610 260 57.38 %
12 9.6 659 277 57.96 %

&
i f‘word count st
increased by 0.
Q. lotted™With x-axis rep g file
size and y- time (i (isec) (%r Fig4

Performance a‘/sls Amaz

Amazon EMR consists of
distribution the specificati%

n EC2 and Hadoop
as follows:
Hadoop: Hadoop 2.4

Amazon EC2:[18]

Instance type: General purpose.

Instance name: m3.xlarge

Processor: Intel Xeon E5-2670 v2

RAM: 15 GB.

Hard drive: 40 x 2 GB.

Java 7 (java-1.7.0-openjdk)

Amazon Linux AMI 2014.09.[19]
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After comparing the time taken by java and Amazon EMR
we deduce the follows
i .For the smaller file size i.e.(0.8&1.6). The performance
of java is better than Hadoop.
ii. As the file increases the performance of Amazon EMR
gradually increases. For 9.6 GB file the performance
improved by 58%.

VI. CONCLUSION
We have done performance analysis successfully.
For smaller size the performance of java is better than
Hadoop because it works on parallel processing model
which takes time for provisioning job and distributing work
load. For big data the performance of Hadoop in cloud is
better than java.

VIl. REFERENCES

[1] http://en.wikipedia.org/wiki/Distributed_computing
[2] http://en.wikipedia.org/wiki/Memory_storage_densi
[3] http://en.wikipedia.org/wiki/Machine-generated
[4] Changqging Ji, Yu Li, Wenming Qiu, U

Computing Environments”.
[5] Nandan Mirajkar, Sandeep
Deshmukh, “Perform wordc

[6]

[7]
8]
[9]
[10] htep:
[11]“Clou X
Arghi e entice - Hall &.3ervice
Y) by omas *I, Riqa@uttini and
Zaigham mo ay 201&
[12]“Java Th o Refer 8th Edition by
Herbert Schildt,8 Aug 201 '3
[13] https://hadoop.apacheg cs/stable/hadoop-project-

s*’big—data

pts, Technol

dist/hadoop-hdfs/Hg¥fsesign.html

[14] Ibid

[15] http://en.wikipedia.org/wiki/Apache_Hadoop

[16] http://docs.aws.amazon.com/ElasticMapReduce/latest/
DeveloperGuide/emr-what-is-emr.html

[17] http://docs.aws.amazon.com/AmazonS3/latest/gsg/Get
StartedWithS3.html

[18] http://aws.amazon.com/ec2/instance-types/

[19] http://aws.amazon.com/amazon-linux-ami/2014.09-
release-notes/

64





