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Abstract---- Autonomous driving technology is one of the fastest-growing technologies in these years. Self-driving vehicles help to 

reduce the number of road accidents happening every year. Various organizations, startups, and researchers are working on this 

technology. Due to the advances in the field of machine learning in past decades, a major push is received in the field of computer 

vision and various techniques like object detection, semantic segmentation, etc. are developed. A Large number of open-source 

datasets are available for training autonomous driving systems. The review intends to provide a deep survey about different 

computer vision techniques, architecture, and various datasets used for Autonomous driving technology. 
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I. INTRODUCTION 

According to human behavior, driving is one of the most 

difficult tasks performed by human beings. Many 

accidents are incurred just by impaired driving. Just by 

following the rules is not enough to drive a car for us [1]. 

Because we react to different unexpected situations or 

weather conditions and make decisions according to them 

for self-driving. To avoid this, autonomous driving came 

into the picture. An autonomous car or self-driving car 

does not require any human involvement and drives safely 

by automatically sensing its surrounding environment. 

Autonomous vehicles depend on different sensors like 

GPS, lidar, radar, high-resolution cameras, etc. to study the 

environment. 

Researchers and engineers are using computer vision 

technology to build an autonomous driving system to 

overcome road obstacles while driving by keeping 

passengers safe [8]. Even a minor defect in this system can 

cause fatal accidents. To eliminate human touch, computer 

vision technology uses different algorithms to outline a 

map of its surroundings. Autonomous driving is one of the 

most inspiring applications of computer vision technology. 

Computer vision is a set of techniques used to interpret 

image-based data. It uses an artificial neural network to 

build a system that can understand the most important 

information in the scene and filter out the noise. In deep 

learning, artificial neural network algorithms are used to 

imitate the human brain, which is used to give decision-

making power to the model [8]. In this paper, we are 

studying different computer vision techniques which are 

used to build the model and detect objects for an 

autonomous driving system with the help of different 

datasets based on our project. Also, we gathered the 

Indian dataset by actually capturing the photographs 

of Indian streets, traffic lights, cars, pedestrians, bicycles, 

sky, trucks, etc. Thus, we will be testing our model for 

image segmentation for Indian streets and making a 

video(series of images) as a real-world application. 

The flow of the paper is mentioned in the image below: 

 

 
Fig. 1. Computer Vision Techniques 

II. ARTIFICIAL INTELLIGENCE 

Artificial Intelligence(AI) means combining the working 

and thinking of the human brain to make a powerful 

decision-making machine. As machines are becoming 

incredibly strong in performing difficult tasks as per 

human requirements. Right now, machines are taking 

human orders for the completion of tasks. What if the 

machine will not require you to take orders and perform 

tasks automatically? This is the power of artificial 
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intelligence. Artificial Intelligence opens a new way for 

many industries and businesses. A lot of companies are 

using computer vision to increase their productivity. 

Basically, computer vision is used by machines so that 

they can work like the human eye and make decisions 

according to what they see. 

III. COMPUTER VISION 

Computer Vision works as the eyes of Self-driving 

vehicles to describe how the world around it looks like. It 

enables the system to see and retrieve meaningful 

information from digital images, videos, or any form of 

input [9]. 

IV. IMAGE RECOGNITION 

Image recognition is a part of computer vision used to 

identify different parameters like the place, weather, 

obstacles, etc. in an image.  The main role of this in our 

system is to understand the parameters and context of an 

image like a human does. Image recognition uses a neural 

network for image identification [13]. It tells the machine 

to interpret what they see in the given input image and 

categorize them according to their classes. In image 

recognition, models are trained to take an input image and 

output the labeled image describing it. Image recognition 

is an important machine learning task. It is used for other 

computer vision techniques such as object detection, 

image segmentation, etc. It is used to improve user's 

experience by using visual search, automated image, and 

video tagging and for marketing purposes. 

 

 
Fig. 2. Image Recognition 

 

Let’s see how an image is stored mathematically. For this 

purpose, we will consider that we have an image of size 5 

x 5(blue box shown in image) and a filter of size 3 x 

3(white box shown in image). So, the filter is plotted on 

the upper left corner of the image(box “1” shown in the 

image), and then we will calculate the dot product of the 

values and store the result. Then the filter will slide to the 

next location(box “2” shown in the image). 

Here the interval at which we can slide is called a stride. 

In the image above, we have used a stride as 1, which 

means we are sliding the filter over the image with 1 

interval and storing the corresponding dot product in a 

matrix that stores the information of that particular image. 

We can compose this process into a formula : 

 

The size of the                  =     (N-F) /stride + 1 

output image to be obtained 

 

Where N: Size of the input image 

F: Size of the filter 

 

For example, consider the above-mentioned image, here, 

the size of the input image is 5 x 5, and the size of the 

filter is 3 x 3 with stride as 1, 

N = 5 

F = 3 

Stride = 1 

The size of output image obtained = (5-3)/1+1 

= 3 

Thus, we will get an output image with the size 3 x 3. 

As our input image was of the size 5 x 5, and the output 

image we obtained is of the size 3 x 3. We can observe that 

the size of the image is reduced. To avoid the reduction of 

the size, we can use techniques like 0 paddings. 

V. OBJECT DETECTION 

 
Fig. 3. Object Detection 

 

Object Detection is one of the key factors for computer 

vision to understand the scene. It is still a challenge today 
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to precisely determine an object from a background where 

similarly shaped objects are present in large numbers [1]. 

Image Segmentation is the initial step in many computer 

vision approaches and clarifies the problem by collecting 

the pixels logically. The process of determining the 

locations of the objects in the image can be recognized by 

object detection and image segmentation. Deep Learning 

approaches engage much attention in machine learning in 

the given modern years, and an application about image 

segmentation is carried out to help drive unmanned 

vehicles. Self Driving Cars require a deep knowledge of 

their surroundings. To prop up this, camera frames are 

used to recognize the road, pedestrians, sidewalks at pixel-

level accuracy [2]. In this project, we are carrying out 

image segmentation using u-net architecture and Berkeley 

deep drive dataset [4]. 

VI. IMAGE SEGMENTATION 

Image segmentation is a computer vision function that 

separates a digital image into various parts [6]. It is an 

important image processing technique, and it seems 

everywhere if we want to examine what is inside the image 

[1]. In an era where cameras and other devices 

increasingly need to see and elucidate the world around 

them, image segmentation has become an essential 

technique for teaching devices how to understand the 

world around them. Image segmentation generally follows 

pre-processing before image pattern recognition, image 

feature extraction, and image compacting [8]. So, we have 

to evaluate the reason and see what we can do to improve 

it. 

Types of Image Segmentation : i) Instance segmentation 

ii) Semantic segmentation 

 

i. INSTANCE SEGMENTATION 

 
Fig. 4. Instance Segmentation 

 

Instance segmentation is a technique [3] that identifies 

every pixel belonging to an instance of the object. It 

detects each individual object of interest in the image. All 

pixels corresponding to each instance (or object) of a class 

are given unique values. 

In the figure, you can see there are two classes, dog and 

sheep, and every object belonging to the same class is 

represented using a different color i.e. all the sheep have a 

unique color. 

 

ii. SEMANTIC SEGMENTATION 

Semantic segmentation is the process of taking an image 

and labeling each pixel in that image with a certain class 

[11]. All pixels corresponding to a class are given the same 

pixel values. 

In the figure, you can see there are two classes, dog and 

sheep, and every object belonging to the same class is 

represented using the same color i.e. all the sheep have the 

same color [5]. 

VII. U-NET 

Apart from classification problems, a convolutional neural 

network(CNN) is applied to different computer vision 

techniques like image segmentation, object detection, 

image recognition, etc. U-Net architecture is expanded by 

making few changes in the CNN architecture. Therefore, 

here's a function of a neuron is taking an input of (x1 - xn) 

with their corresponding weights ( w1 - wn), a bias (b), 

and the activation function f applied to the weighted sum 

of inputs. 

f( b + ∑        ) 

We have used U-Net architecture because it yields better 

output for segmentation[18]. U-net is called so because it’s 

U-shaped. U-Net is an architecture for semantic 

segmentation. It consists of a covenant path and an 

extensive path. It is more fortunate than conventional 

models, in terms of architecture and in terms of pixel-

based image segmentation established from convolutional 

neural network layers. It’s even productive with limited 

dataset images. The presentation of this architecture was 

first noticed through the analysis of biomedical images. As 

it’s commonly known, the dimension depletion process in 

the height and width that we apply throughout the 

convolutional neural network, that is, the pooling layer is 

applied in the form of a dimension grown in the second 

half of the model. 
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Fig. 5. UNet Architecture 

 

The covenant path comes after the typical architecture of a 

convolutional network. It contains the periodic application 

of two 3x3 convolutions also known as unpadded 

convolutions, each followed by a rectified linear unit 

(ReLU) and a 2x2 max pooling operation with pace 2 for 

downsampling [11]. At each downsampling step, we 

increase twice the number of feature methods. Each step in 

the extensive path consists of an upsampling of the feature 

map followed by a 2x2 convolution also known as up-

convolution that halves the number of feature techniques, a 

succession with the correspondingly cropped attribute map 

from the decreasing path, and two 3x3 convolutions, each 

followed by a ReLU. The cropping is essential due to the 

loss of border pixels in each convolution. At the last layer, 

a 1x1 convolution is used to map each 64-component 

feature vector to the required number of classes. The 

overall network has 23 convolutional layers. 

VIII. DATASETS 

While choosing an appropriate dataset for our project, we 

went through a whole lot of datasets. The table below 

gives a comparison between all the datasets and their 

features like the size of the dataset, classes used, data 

provided, and the number of images. 

 

Sr. No. Dataset Size Classes Data Provided Instances 

1. Berkeley 

Deepdrive 

9.1 GB Bus,  traffic light, traffic sign, 

person, bike, truck, motor, car, 

train, rider 

Video, Image, GPS, 

Codes 

100,000 diverse images 

with pixel-level 

annotation 

2. KITTI 12 GB Car, van, truck, pedestrian, the 

person sitting, cyclist 

Video, Image, 

LiDAR, GPS, Codes 

7481 training images 

and 7518 test images 

3. NuScenes 31 GB Pedestrian (Standing, wheelchair, 

etc.), bus, animal, cyclist 

Video, Image, 

LiDAR, GPS, Codes 

1,200,000 camera 

images 

4. Waymo 2 TB Vehicles, pedestrian, cyclist Video, Image, 

LiDAR, GPS, Codes 

10,000 camera images 

5. Apolloscape 1.22 TB Small vehicles, big vehicles, 

pedestrians, riders, motorcycle 

Video 200k image frames 

Table 1. Comparison of Datasets 

 

We have chosen the BDD dataset for the following 

reasons: 

● Berkeley DeepDrive(BDD) Dataset has numerous 

labeled segmentation data from various cars, in 

multiple cities, and different weather conditions [14]. 

● It has 1,00,000 images and labels of segmentation, 

detection, tracking, and lane lines. 

● This dataset includes 2D bounding boxes interpreted 

on object categories(classes) like cars, traffic lights, 

trains, traffic signs, sky, bus, truck,  bike, motor, 

bicycle, fence, pedestrians, train, streets, etc. 

● This dataset also includes video sequences that contain 

GPS locations, IMU data, and timestamps. 

● It consists of more than 100k driving videos (40 

seconds each) recorded at various times in a day, 

seasons, and driving scenarios. 
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IX. RESULT 

Below is the accuracy table of our model which is trained 

using UNet architecture. It gives the semantic segmented 

image as output. We trained our model on BDD [14] 

(Berkeley DeepDrive) dataset and the highest accuracy 

received is 88%. In this paper, we have studied different 

computer vision techniques used for self-driving systems. 

After training the model on the Berkeley Deepdrive 

dataset,  we are focusing to test our model on a self-

generated dataset which we create by capturing the 

images of Indian roads through mobile phones. 

 

 
Fig. 6. Accuracy table 

X. CONCLUSION 

The evolution of self-driving cars with varying levels of 

autonomy to fully autonomous vehicles is yet to be made. 

In this proposed system, first, we went through multiple 

real-world datasets and shortlisted five of them. After 

analyzing the five datasets, we decided to use the best 

suitable dataset for our project, Berkeley deep 

drive(BDD). BDD contains around 1,27,000 images, we 

performed pre-processing tasks on the images and later 

created the prototype [14]. We are using U-Net 

architecture for the segmentation of images to identify 

different objects present on the road. This technique takes 

us to the insight of understanding of the object(s) in the 

image. Then we trained the model with maximum 

accuracy of 88% and tried to achieve higher accuracy. 

Currently, we are working on how we can Indianize our 

model and use it for Indian streets with good accuracy. 

Also, we are focusing on preparing a video format(series 

of images) of the segmented images. 
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