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Abstract— Network intrusion detection has been studied for long time, with many techniques such as signature-based methods and 

classical machine learning methods currently available. Recently, DL techniques have received considerable attention for use in 

intrusion detection systems, due to their inherent advantages such as automatic feature learning. This paper gives an overview about DL 

techniques employed in intrusion detection to enable new researchers who wish to begin research in the field to be conversant with the 

state-of-the-art methods as well as unexplored areas. 

 

Index Terms—Intrusion detection, network security, deep learning, machine learnings. 

 

I. INTRODUCTION 

The proliferation of marketplace for hacking skills and 

illegal hacking forum has simplified cyber-attacks to the 

extent that, even a low-skilled hacker can inflict a substantial 

damage by merely purchasing vulnerabilities, user-friendly 

hacking scripts, software, and tools [1]. As systems and 

applications become increasingly more complex, they are 

likely to suffer from more bugs and vulnerabilities that might 

be exploited by malicious users. Hence, there is need for a 

continuous upgrade of existing security infrastructures such 

as Intrusion detection systems (IDS) [2]. An IDS aims to 

protect the network systems against malicious activities, 

attacks, violations of security policies etc. 

Therefore, An IDS can be deployed as either Host-based or 

a network Network-based. However, in this work, we are 

particularly interested in IDS that monitors network systems 

[3]. 

Network intrusion detection techniques can be broadly 

categorized in to two: Signature-based methods and 

Anomaly-based or machine learning-based [3].  In 

Signature-based methods, an incoming network traffic is 

matched against commonly known attacks signatures, which 

are identified by domain experts. Thus, signature-based 

methods effectively detect known attacks, however they 

perform poorly against novel attacks[4]. On the other hand, 

Anomaly-based/machine learning-based methods try to 

establish a model of benign traffic, and then flag any network 

traffic that deviates from the model as an attack[5].   

However, recently, the emergence of technologies such as 

cloud computing, Internet of things (IoT), has resulted in 

increase in volume and complexity of network traffic. On the 

other hand, deep learning (DL) techniques are efficient in 

handling large and complex datasets. As an end-to-end 

learning model, DL offers advantages such as automatic 

feature learning which eliminate the need of a domain expert 

for feature selection [6]. Hence, there is growing interest in 

applying DL techniques for network intrusion detection [7]. 

Therefore, in this paper, we provide an overview on 

research works that apply Deep learning models for Network 

Intrusion detection. Our purpose is to provide more depth in 

the area, to enable new researchers who wish to begin 

research in the field to be conversant with the state-of -the art 

methods as well as unexplored areas. Therefore, other works 

such as those that employ classical machine learning 

techniques are out of the scope of the review. The paper is 

organized as follows: Section 2 discusses the commonly used 

DL architectures; Section 3 presents our Taxonomy of works 

that apply DL techniques for intrusion detection. Section 4 

concludes the paper. 

II. DL ARCHITECTURES 

DL composed of multiple layers of artificial neurons 

capable of learning representation/pattern using multiple 

levels of abstraction [8]. DL   has seen considerable adoption 

in many fields such as computer vision, Natural Language 

processing etc. This subsection explains some state-of-the-art 

Deep Learning architectures commonly employed for 

intrusion detection. 

A. Multi-layer Perceptron (MLP)  

The Multi-layer Perceptron MLP, also known as 

feed-forward networks are neural networks architectures with 

at least one hidden layer beside the conventional input and 

output layers. Layers in MLP are made up of nodes referred 
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to as neurons, each neuron is fully connected to all neurons in 

the previous layer.  Neurons present in each given layer 

functions independently without sharing any connection.  

These layers are connected to provide only unidirectional 

flow of information. Hence the name feed-forward networks. 

The primary task of MLP is to approximate any given 

function by making a neuron takes a sum of dot product of its 

weights with its inputs, and then pass it through a non-linear 

activation function to produces an output. The output serves 

as input to another neuron in the subsequent layer. The last 

fully connected layer is referred to as the output layer and 

represents the classes score in the classification context [9]. 

 

 
Fig.1.  Feed-forward Network Architecture 

 

B. Convolutional Neural Network (CNN) 

Convolutional Neural Networks are designed to overcome 

the drawbacks of overfitting and scaling with high 

dimensional data associated with regular neural network like 

MLP, whereby, each neuron in one layer is connected to all 

other neurons in the next layer. CNN architecture models 

connectivity pattern of Neurons in mammalian visual cortex, 

in which individual neurons respond to stimuli only in a 

limited region of a receptive field. It is made up of a sequence 

of layers called convolutions. A collection of these fields 

overlaps to cover the visual area. Each neuron in a 

convolution layer is connected to a small region of the 

preceding layer using what is termed as a kernel or filter. This 

highly reduces the parameter space, and enables it to scales 

well with data of high dimension.  Each layer of a CNN 

transforms multi-dimensional input volume to another 

multi-dimensional output volume of neuron activation. 

However, there exists a layer called pooling which is often 

sandwiched between one or two convolution layers to enable 

down sampling of the output. Finally, the last hidden layers 

of CNN architecture usually employ fully connected layers 

[10]. 

 
Fig. 2 CNN Architecture 

 

C. Recurrent Neural Network (RNN) 

A neural network which has a self-recurrent connection in 

addition to forward flow of information is referred to as 

Recurrent neural network. It is a form of artificial neural 

networks in which the self-recurrent connection acts as some 

kind of memory that allows it to store temporal information. 

In this architecture, the output of a recurrent neuron at time 

step t is a function of all the inputs from previous time steps. 

This feature of the RNN makes it   more suited for sequential 

data such as time series prediction and speech recognition in 

which good performance has been recorded in a number of 

literatures. The long-short term memory (LSTM) was 

introduced to tackle the gradient problem associated with 

Conventional RNN when training long sequences.  LSTM are 

capable of detecting long-term dependencies in a data and 

also converge faster. Thus, making them more preferable 

than the traditional RNN [11]. 

D. Autoencoder 

Another form of artificial neural network is the 

Autoencoder. This ANN learns to reproduces a given input as 

its output. The network is composed of Encoder function  

       , a feature extraction function which is a hidden 

layer and a decoder function        . The internal 

representation of the input data is learnt by the Encoder 

function while the decoder function reconstructs the input 

from the output of the encoder function. 

 

 
Fig. 3 Autoencoder 
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It is worth noting that the output is not an exact replica of 

the input but an approximate value even though the 

Autoencoder constructs a copy its input as its output. The 

model is constrained such that it prioritizes which aspect of 

the input data to learn. As an analogy, noise could be added to 

the input the network will be trained to recover the original 

input. The presence of the constraints forces the Autoencoder 

to learn efficient representation of the input data instead of 

copying the input directly to the output. This feature makes 

the Autoencoder suitable for dimensionality reduction as the 

learned representation which are referred to as codings have 

much lower dimensionality than the original input data. 

Autoencoders find suitable application in model where new 

data that resembles the training data is randomly generated 

[12].  

E. Generative Adversarial Network (GAN) 

A new class of artificial neural network is the GAN is a 

recently developed by Goodfellow et al [citation]. The model 

comprises of a combination of two neural networks which are 

trained in adversarial setting. The first network composes of 

A generator which takes in a random noise and generates new 

data instances, while the second neural network, receives 

input from both the generator and the original training data 

and is termed as discriminator. Each data instances are then 

reviewed by the discriminator and a decision is made on 

whether the data is from actual training dataset (real) or from 

the generator. Theoretically, there exist a point where the 

generator captures the whole training data distribution and 

which the discriminator becomes unable to ascertain whether 

the inputs are from the generator or not.  Hence, the GAN is 

said to be fully trained at this point [13].. 

III. TAXONOMY OF DEEP LEARNING-BASED 

NETWORK INTRUSION DETECTION TECHNIQUES 

This work will employ the following criteria to categorize 

research works in literature that apply deep learning 

techniques for network intrusion detection problem 

 Features 

 Model type 

 Learning mode 

a. Features 

The feature refers to the traffic attribute, which is used as 

the input to the deep learning model. It mainly comprises the 

following: 

 Packet-based features: this mainly consist of layer 3 

and layer 4 header fields such as port numbers, 

protocols, flags etc.  Since, there are several 

combinations of these fields, the useful ones are 

carefully selected by domain expert to serve as 

features to deep learning techniques. However, in a 

situation where the approach is an and end-to-end, 

the whole packets can be used as input to the deep 

learning model [5]. 

 Flow based features: network flow is described as 

comprising packets sharing the following five 

tuples: source IP address, destination IP address, 

port numbers and protocols. Flow based features 

comprises mainly of Flow statistics such as 

minimum packet length, average packet length, 

volume of packet exchange in forward directions 

etc. These attributes are obtained after completion or 

termination of a flow. There exist many 

combinations of these attributes to be used as 

features [14]. 

 Time-series properties: these are similar to 

flow-based features; however, time-series features 

are derived when an arbitrary number of 

consecutive packets in a given flow are observed 

instead of an entire flow. The packets can be 

sampled in any part of a flow not necessarily at the 

beginning. The features derived may comprises 

properties such as inter-arrival time between 

consecutive packets, direction of consecutive 

packets, packets length etc. One advantage of 

time-series features over flow-based features is that, 

they could be used for real-time classification, since 

features can be generated before completion or 

termination of a flow. In recent studies [citation] 

where time-series features were employed, as few as 

20 packets in a flow were used to achieve a 

reasonable accuracy [15].  

b. Model type  

This refers to the actual deep learning algorithm used in the 

traffic classification task. Several models and architectures 

such as MLP, CNN, RNN, LSTM, AEs, GAN and DBN have 

been employed. One can refer to section 3 for a detailed 

explanation about these models. 

c. Learning Mode 

The learning mode refers to the way in which the deep 

learning algorithm is trained. The most popular deep learning 

mode used in network traffic classification is the supervised 

learning.  However, unsupervised learning, semi-supervised 

learning and one shot or few shot learning methods are also 

significantly employed. 

Table 1 present our taxonomy of research works that 

employ DL techniques for intrusion detection 
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Table 1 Taxonomy of recent representative studies of DL techniques in NIDS 

Ref. Features  Model Type Learning method 

Javaid et al. [16] Flow-based MLP Supervised 

Roy et al. [17] Flow-based  MLP Supervised  

Sydney et al. [18] Packet-based MLP Supervised  

Yin et al. [19] Packet-based RNN Supervised 

Wang et al. [20] Packet-based LSTM+CNN Supervised 

Vinaya et al. [21] Flow-based  CNN Supervised 

Kitsune [22] Flow-based AE Unsupervised  

Iliyasu As et al Flow-based  GAN Semi-supervised  

Kim et al. [23] Flow-based  RNN Supervised  

Tang et al. [24] Packet-based RNN Supervised  

Milad et al. [25] Time-series CNN Supervised 

Yong et al. [26] Packet-based CNN+LSTM Supervised 

Alqatf et al. [27] Flow-based Hybrid (AE+SVM) supervised 

Shone et al. [28] Flow-based AE Unsupervised  

Aldwairi et al. [29] Packet-based RBM Unsupervised 

Khan et al. [30] Packet-based Stacked AE Unsupervised  

 

IV. CONCLUSION  

Network intrusion detection is an important task for 

cybersecurity. Recently, the Internet has seen great 

transformation with the emergence of technologies such as 

cloud computing and IoT, which increase the complexity of 

cyber-threat landscape. On the other hand, DL techniques 

perform effectively on complex dataset, hence the reason for 

their recent widespread adoption in intrusion detection 

system. Therefore, this paper surveys research works that 

employ DL methods for intrusion detection.  

These paper gives an overview about DL techniques 

employed in intrusion detection to enable new researchers 

who wish to begin research in the field to be conversant with 

the state-of-the-art methods as well as unexplored areas. 
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