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Abstract— Rice production contributes a considerable amount to national income. Rice production can be affected by various 

diseases like brown spots, bacterial leaf blight, leaf smut caused by fungi, bacteria, etc. In this research, the diagnosis of rice plant leaf 

disease is done using random-forest classification and Digital image processing. The random forest classifier is efficient and accurate on 

a large dataset. The image is uploaded to the system by following digital image processing steps and using a random forest algorithm to 

perform on the processed image which outputs disease name, cause, symptoms, and remedy respectively. The proposed method also 

predicts the crop yield based on temperature, rainfall, humidity, and soil pH level. Overall, the model achieves 90% of accuracy. 

 

Index Terms—Machine learning, Image processing, Random forest classification, Crop yield 

 

I. INTRODUCTION 

Rice is the deliberate source of food in India so the 

detection of rice leaf disease plays an important role in the 

Indian economy. The current methods in use are not much 

effective. Methodologies with high costs are not affordable to 

common people. 

Image processing is the technique used to process digital 

images using machine learning algorithms with the help of a 

digital computer. Digital image processing is the process of 

manipulating of digital images. Its focus is on a computer 

system that can process an image. It uses computer 

algorithms. Digital image processing is used to obtain some 

useful information from the digital image. Image processing 

includes steps like image acquisition, image enhancement, 

image restoration, color image processing, wavelets and 

multiresolution processing, compression, morphological 

processing, segmentation, representation and description, and 

object recognition. 

This research intended to extract features from a given 

image. Digital image processing takes the digital image as 

input and generates a useful information as output. 

Crop production is affected by the input parameters of soil 

and climate. Parameters vary from area to area and user to 

user. It may also be a tiring challenge to collect such 

information in an even larger area. The large information set 

is used to predict crop production. There are different 

methodologies developed and evaluated by researchers. 

Crop yield prediction can be used to determine the 

upcoming production yield so that the farmers can take 

necessary actions to increase the yield. Some climatic and 

soil parameters are used for the prediction. 

The early detection of rice leaf disease helps to reduce the 

impact on production. The earlier we detect the disease, the 

earlier we can take precautions by considering the current 

year parameters of soil and climate as a reference to overlook 

the characteristics of the coming year’s yield. 

Machine learning (ML) is a type of artificial intelligence 

(AI) it will help to become more accurate the software 

applications. The input of machine learning algorithms is 

historical data. From that, we can predict the new outputs. 

Machine learning is very important because it gives more 

accurate predictions and it’s a competitive differentiator for 

many companies like Facebook, Google, and Uber. 

Different types of machine learning algorithms are 

supervised learning, unsupervised learning, semi-supervised 

learning, and reinforcement learning. 

In supervised learning machine learning, data scientists 

supply the training data labeled with algorithms and define 

the variables they want the algorithm to assess for 

correlations. Input and the output of the algorithm are already 

known. 

Unsupervised learning is a machine learning algorithm 

that trains on unlabeled data. The main goal of unsupervised 

learning is to Underlying the structure of the dataset and 

group this data based on similarities and represent it in a 

compressed format. 

Semi-supervised learning is the mix of the two types. It 

was introduced to counter the disadvantages of both 

supervised and unsupervised machine learning. The 

semi-supervised learning algorithm is trained upon a 

combination of labeled and unlabelled data. It will contain 

large unlabelled data and a small amount of labeled data. 

Reinforcement learning is one of the machine learning 

algorithms is used in areas such as: Robotics: They can 

perform tasks in the physical world. Example: A rabbit is an 

agent exposed to the environment. Fig.1 shows the model of 

reinforcement learning. Video gameplay: it is used to play 

several video games. 

Random Forest could be a well-known machine learning 

algorithm. Machine learning algorithms are supervised and 

unsupervised learning and the random forest algorithm is 

belonging to the supervised learning technique. It can be used 

for both Regression and Classification problems in machine 
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learning. It’s supported the concept of ensemble learning, 

which may be a process of mixing multiple classifiers to 

unravel a fancy problem and boost the performance of the 

model. 

 
Fig. 1. Reinforcement learning 

Random Forest may be a classifier that contains a variety 

of decision trees on various subsets of the given dataset and 

takes the common to enhance the predictive accuracy of that 

dataset. Decision trees are the backbone of a random forest 

algorithm. A choice tree may be a decision support technique 

that forms a tree-like structure. The random forest employs 

the bagging method to come up with the desired prediction. It 

can handle large datasets efficiently. The random forest 

algorithm provides the next level of accuracy in predicting 

outcomes over the choice tree algorithm. 

The data can be classified in 2 ways: Supervised and 

Unsupervised learning. The data mining process can be used 

to identify the class of data. A random forest algorithm is 

used in both rice leaf disease detection and crop yield 

prediction. The random forest algorithm is very effective 

because it can perform both classification and regression at 

the same time with a very large data set. 

The purpose of this paper is the detection of rice leaf 

disease and the prediction of crop yield by using a random 

forest algorithm. This paper is arranged as; Section II is the 

literature review. Section III describes the proposed method 

for detection and prediction. Section IV shows the 

experimental arrangements for the implementation of the 

system. Section V concludes and summarizes the paper while 

providing suggestions for future work. 

The rest of this paper has the following sections, Section 

II consists of the associated works. Section III introduces the 

proposed method. The experimental outcomes and critiques 

are presented in Section IV. Finally, phase V summarizes the 

paper. 

II. LITERATURE REVIEW 

In this paper, a random forest algorithm is used to detect 

rice leaf disease and crop yield prediction. Image 

segmentation is performed on the test image and features are 

extracted. A random forest classification algorithm is applied 

to the segmented image and the disease class is obtained. The 

crop yield prediction mechanism takes the necessary input 

data such as weather parameters and performs a random 

forest algorithm and predicts the crop yield for the upcoming 

production. 

In [1] the classification algorithm is used to detect papaya 

disease. A Naive Bayes classifier (NBC) is a machine 

learning algorithm that is used to differentiate objects based 

on particular features. This paper aims to detect papaya 

disease using Fuzzy Naive Bayes Classifier (FNBC). The 

resource person’s knowledge is given as input to the system 

so that the farmers can detect disease without the help of an 

expert. The resource knowledge is then processed using 

FNBC to detect the disease class. is used for classification 

because it is easy and fast in computation, good enough to 

handle data in qualitative and quantitative forms, and does 

not require large training data. 

In [2] it shows a detailed knowledge of how the machine 

learning algorithm and digital image processing are 

implemented in corn plant disease detection. For image, the 

classification image is processed using Synthetic Minority 

Oversampling Technique (SMOTE) and using k-means 

cluster method. The main function of digital image 

processing in this paper is to upload an image then enlarge the 

inputted image and from that form its binarization and then 

image balancing using SMOTE technique. These synthetic 

training records are generated by randomly selecting one or 

more of the k-nearest neighbors for each example in the 

minority class. After getting classified images Gradient 

Boosting Decision Tree (GBDT) is processed. 

In [3] apple fruit infections are detected by using image 

processing technology. A random forest classifier algorithm 

is used to extract color and texture features of test images for 

disease classification. Texture features like Local Binary 

Pattern, Complete Local Binary Pattern, Gabor Features, and 

color features like Global Color Histogram, and Color 

Coherence Vector. The K-means clustering technique is also 

used in this paper for detecting infected parts of the fruit. The 

proposed method is made by accompanying some state of the 

color and texture features are extracted from the test image, 

then color and texture features are combined together and 

random forest classifier is used for disease classification. If 

the fruit is infected by any disease then the infected part is 

segmented using the k-means clustering technique. 

In [4] random forest algorithm is used for the prediction of 

crop yield. Predictions are done before the cultivation. 

Climatic and soil parameters are the inputs used for the 

prediction. This predicts the production of upcoming years. 

The result obtained from the prediction is useful for making 

decisions for the upcoming production. 

III. PROPOSED METHOD 

The proposed system is a methodology for rice leaf 

disease detection and crop yield prediction using a random 

forest algorithm. The random forest algorithm is used 

because of its accuracy. This is a simple, user-friendly system 

and it consumes less time. Admin, user, and system are the 

three modules that make up this system. The system is 

accessible to both admins and users. The administrator has 

access to the list of registered users, as well as the ability to 

add disease information and see who has been rated. Users 
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can create accounts and upload photographs to the system. 

Both administrators and users will be handled by the system. 

Input: Affected image or Crop yield parameters. 

Output: Disease identification or yield prediction. 

Algorithm: 

Steps: 

1. log in to the system 

2. Upload the image otherwise go to step 7 

3. Load training images 

4. Read the testing image 

5. Perform the random forest algorithm for disease 

detection 

6. Identify the disease, suggest remedies, list out 

symptomsand causes and go to step 10 

7. Enter parameters for crop yield prediction 

8. Perform the random forest algorithm for crop yield 

9. prediction 

10. Predict the yield and go to step 10 10. End 

 
Fig. 2. Working of Random forest algorithm 

Rice leaf disease detection and crop yield prediction 

system using random forest algorithm. The programming 

language used is python. Here random forest works 

differently in both scenarios. Digital image processing has a 

keen role in disease detection[5]-[7]. Fig. 2. shows working 

of random forest algorithm. Random forest uses a train-test 

split. Here, 80% is training and 20% testing. The 20% testing 

is used for prediction. 

Fig 3. shows the Architecture of the proposed method for 

both disease detection and crop yield prediction. For disease 

detection, the user can upload the training image that is the 

affected rice leaf into the system, and feature level extraction 

will happen. Finally using the random forest algorithm to 

detect the affected disease. In crop yield prediction users can 

enter the details such as Temperature, Humidity, Rainfall, 

and Soil pH. The data are extracted from these details and 

crop yield prediction will happen by using the Random Forest 

algorithm. 

 
Fig. 3. Architecture of the proposed method 

A. Disease Detection 

The initial step is to collect images and create a data set 

that contains the images of various rice leaf diseases. A .csv 

file is formulated from the created data set. Some of the 

commonly seen rice leaf diseases are Brown spot, bacterial 

blight, leaf smut,tungro, blast, etc. The other dataset is a 

collection of nondisease data. Every time a prediction is 

made, it is compared to the dataset that has been provided. 

The more massive the dataset, the more accurate the result. 

In the next step, the user can upload an image to the 

system. The features are extracted using Grey Level 

Cooccurrence Matrix(GLCM) and calculate the mean value 

for each feature. Then the mean value is converted into an int 

array. The attribute and label values for the uploaded images 

are taken, then inputted into the random forest model and the 

result is obtained. Along with the result, the system provides 

symptoms, causes, and remedies for the disease. 

Each disease is considered as a different class and each 

class has unique characters and features according to which 

the image is classified. The disease class is predicted based 

on the features of the input rice image. The features we 

considered are energy, homogeneity, dissimilarity, 

correlation, and contrast. Features are extracted using Gray 

Level Co-occurrence Matrix (GLCM). The GLCM functions 

characterize textures of an image by calculating how often 

pairs of the pixel with specific values. The disease classes are 

obtained as output with its symptoms, causes and remedy to 

solve them. 

1) Energy: The Sum of squared elements in the GLCM is 

also called uniformity or the angular second moment. 

2) Homogeneity: It shows the uniformity of the pixels in the 

image. Also known as inverse difference moment. It 



      ISSN (Online) 2394-2320 

International Journal of Engineering Research in Computer Science and Engineering 

(IJERCSE) 

Vol 9, Issue 8, August 2022 

4 

measures the density of distribution of elements in the 

cooccurrence matrix and in its diagonal. 

3) Dissimilarity: Dissimilarity is the measure of distance 

between pairs of pixels in the region of interest. It is the lack 

of similarity or likeliness in appearance to something else. 

4) Correlation: It is the measure of linear dependencies in 

images. A high correlation means a high number of linear 

structures present on an image. 

5) Contrast: It is also known as inertia, it measures the 

difference in brightness between the object and its 

background, and the local variations of gray levels in the 

co-occurrence matrix. A high contrast causes large variation 

in the image. 

B. Bacterial leaf blight 

Bacterial Leaf Blight is a rice leaf disease caused by the 

bacteria, Oryzae sativa. Fig.4 shows the leaf affected by 

Bacterial Leaf Blight. Normally the leaf color range is light 

green to greyish green, when it gets affected by Oryzae sativa 

it’s color changes to yellowish lesions with uneven edges. 

Then the leaves become yellow they gradually wilt and die. 

In severe cases, the crop loss may be as high as 75%, and 

millions of hectares of rice are infected annually. 

C. Leaf blast 

Blast is a rice leaf disease caused by the fungus 

Magnaporthe oryzae. Fig.5 shows the image of the leaf blast 

affected leaf. It affects parts of a rice plant: leaf, collar, node, 

and sometimes leaf sheath. Blast can occur whenever blast 

spores are present. Lesions can be found on all parts of the 

plant, including leaves. 

D. Tungro 

Tungro is a rice leaf disease caused by the bacteria Rice 

Tungro Bacilliform Virus (RTBV) and Rice Tungro 

Spherical Virus (RTSV). Fig .6 shows that tungro diseases 

are transmitted by leafhoppers. Leaves become yellow or 

orange-yellow. Controlling the Tungro virus is by spraying 

insecticides. Spraying of insecticides can reduce the 

populations of the green leafhoppers which means it will 

reduce the speed of spreading the virus. 

E. Leaf smut 

Leaf smut is caused by a fungus and is most prevalent in 

blue grasses, but can also occur in some cool-season grass 

varieties. Fig. 7 Leaf smut is caused by the fungus 

Ustilaginoidea virens. The symptoms are discoloration of 

grains, grains Transformed into a mass of Yellow fruiting 

bodies, smut balls bursting and becoming black, and 

greenish-black smut balls with a velvety appearance. 

F. Brown spot 

Brown spot is a fungal disease caused by Cochliobolus 

miyabeanus that infects the coleoptile, leaves, leaf sheath, 

panicle branches, glumes, and spikelets. The most noticeable 

damage is the numerous big spots on the leaves which can 

kill the whole leaf shown in Fig. 8. When infection occurs in 

the seed, discolored seeds are formed. 

 

Fig. 4. Bacterial blight. 

 

Fig. 5. Leaf blast. 

 

Fig. 6. Tungro. 

 
Fig. 7. Leaf smut. 

 

Fig. 8. Brown spot. 
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G. Crop Yield Prediction 

The initial step is to collect climatic parameters and soil 

parameters to create a data set that contains various param- 

eters for crop production[8]. Data pre-processing technique is 

adapted to convert the raw data to a good data set. A .csv file 

is formulated from the created data set. Some of the 

commonly used parameters are temperature, soil pH, rainfall, 

and humidity. Table.1 shows the normal ranges for these 

parameters. 

Table 1. Normalparameterrange 

 

The user inputs the parameters and random forest model 

to compare these values with the values that are present in the 

data-set and generate a corresponding result such as high, 

low, or medium production for the upcoming year. 

IV. EXPERIMENTAL SETUP 

The system contains three data sets. The first data set 

contains almost 10,000 images of 5 different rice leaf 

diseases. The second data set contains uninfected rice leaf 

images and other images. The third data set contains 

parameters for crop yield prediction. 

Depending upon the resulting output, the users can able to 

take necessary action for the coming production so that it is a 

user-friendly system. 

 

Fig. 9. Disease detection dataset 

 

Fig. 10. Crop yield prediction dataset 

 

 

Fig. 11. parameter ranges for crop yield production 

Fig. 9. shows the dataset for rice leaf disease detection. 

Dataset consists of mean values of 5 features in each image in 

the dataset and corresponding 1 label. The features are 

energy, homogeneity, dissimilarity, correlation, and contrast. 

The labels can be bacterial leaf blight, bacterial blight, leaf 

blast, tungro, and leaf smut. Fig. 10. shows the dataset for rice 

crop yield prediction. Dataset consists of 4 parameter values 

and a corresponding 1 label. The parameters are temperature, 

humidity, rainfall, and pH. The labels are low, high, and 

medium. Fig. 11. shows the graph representing parameter 

ranges for crop yield prediction. The graph portrays low, 

high, and medium ranges for each parameter. 
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V. CONCLUSION 

This paper presents the algorithm that can be used to 

classify rice leaf diseases and predict the crop yield using the 

Random forest algorithm. Image classification using the 

random forest algorithm is highly accurate when compared 

with other machine learning algorithms like Naive Bayes, 

gradient boosting, etc. This provides both regression and 

classification at the same time so that its prediction is more 

than 85% accurate and also it predicts the crop yield based on 

the climate input parameters. This is highly efficient and also 

less time-consuming. 

This proposed system provides the disease name, its 

symptoms, cause, and remedies following the inputted image 

and also provides the prediction of crop yield for the coming 

year. Crop yield prediction is based on some climatic 

parameters like humidity, soil pH, rainfall, and temperature 

The built website is user-friendly. The net page is developed 

to predict rice leaf disease and crop yield by providing data 

from that area. 
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