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Abstract:   Using DNA microarray technology, biologists get a large number of gene expression time series data. Clustering is a 

significant approach in extracting biological information from these data. This paper discusses HMM-based hierarchical clustering 

(HMM-HC) and Genetic clustering algorithm (GA) to analyse gene expression time series data. Some key research challenges 

associated with clustering analysis are also included. 

 

Keywords - Clustering analysis, Gene Expression, Hidden Markov Model, Hierarchical clustering, Genetic algorithm.. 

 

I. INTRODUCTION 

Clustering is the process of grouping a set of objects into 

clusters so that objects within a cluster are similar to each 

other but are dissimilar to objects in other clusters [22]. 

Clustering has been effectively applied in a variety of 

engineering and scientific disciplines such as psychology, 

biology, medicine, computer vision, communications, and 

remote sensing. Cluster analysis organizes data (a set of 

patterns, each pattern could be a vector measurements) by 

abstracting underlying structure. The grouping is done such 

that patterns within a group (cluster) are more similar to 

each other than patterns belonging to different groups. Thus, 

organization of data using cluster analysis employs some 

dissimilarity measure among the set of patterns. The 

dissimilarity measure is defined based on the data under 

analysis and the purpose of the analysis. 

Various types of clustering algorithms have been proposed 

to suit different requirements. Clustering algorithms can be 

broadly classified into hierarchical and partitioning 

algorithms based on the structure of abstraction. 

Hierarchical clustering algorithms construct a hierarchy of 

partitions, represented as a dendrogram in which each 

partition is nested within the partition at the next level in the 

hierarchy. Partitioning clustering algorithms generate a 

single partition, with a specified or estimated number of 

non-overlapping clusters, of the data in an attempt to 

recover natural groups present in the data. One of the 

important problems in partitioning clustering is to find a 

partition of the given data, with a specified number of 

clusters that minimizes the cluster variation. Unfortunately 

in many real life cases the number of clusters in a data set is 

not known a priori. Under this condition, how to 

automatically provide the number of clusters and find the 

clustering partition becomes a challenge. 

In this regard, genetic algorithms are used for automatically 

clustering data sets [14]. Genetic algorithms (GA‘s) work on 

a coding of the parameter set over which the search has to 

be performed, rather than the parameters themselves [36]. 

These encoded parameters are called solutions or 

chromosomes and the objective function value at a solution 

is the objective function value at the corresponding 

parameters. GA‘s solve optimization problems using a 

population of a fixed number, called the population size, of 

solutions. A solution consists of a string of symbols, 

typically binary symbols. Genetic algorithms evolve over 

generations. During each generation, they produce a new 

population from the current population by applying genetic 

operator‘s viz., natural selection, crossover, and mutation. 

Each solution in the population is associated with a figure of 

merit (fitness value) depending on the value of the function 

to be optimized. The selection operator selects a solution 

from the current population for the next population with 

probability proportional to its fitness value. Crossover 

operates on two solution strings and results in another two 

strings. Typical crossover operator exchanges the segments 

of selected strings across a crossover point with a 

probability. The mutation operator toggles each position in a 

string with a probability, called the mutation probability. 

Bandyopadhyay and Maulik [26] applied the variable string 

length genetic algorithm with the real encoding of the 

coordinates of the cluster centers in the chromosome to the 

clustering problem. Tseng and Yang [28] proposed a genetic 

algorithm based approach for the clustering problem. Their 

method consists of two stages, nearest neighbor clustering 

and genetic optimization. Lin et al. [17] presented a genetic 

clustering algorithm based on a binary chromosome 

representation. This method selects the cluster centers 

directly from the data set. Lai [18] adopted the hierarchical 

genetic algorithm to solve the clustering problem. In the 
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proposed method, the chromosome consists of two types of 

genes, namely, the control genes and the parametric genes. 

                

II. CLUSTERING ANALYSIS 

 

Cluster analysis is a class of techniques used to classify 

objects or cases into relatively homogeneous groups called 

clusters. Objects in each cluster tend to be similar to each 

other and dissimilar to objects in the other clusters. Cluster 

analysis is also called classification analysis, or numerical 

taxonomy. Both cluster analysis and discriminant analysis 

are concerned with classification. However, discriminant 

analysis requires prior knowledge of the cluster or group 

membership for each object or case included, to develop the 

classification rule. In contrast, in cluster analysis there is no 

a priori information about the group or cluster membership 

for any of the objects. Groups or clusters are suggested by 

the data, not defined a priori. 

 

A.   Statistics associated with clustering analysis 

• Agglomeration schedule: An agglomeration schedule gives 

information on the objects or cases being combined at each 

stage of a hierarchical clustering process. 

• Cluster centroid. The cluster centroid is the mean values of 

the variables for all the cases or objects in a particular 

cluster. 

• Cluster centers: The cluster centers are the initial starting 

points in non-hierarchical clustering. Clusters are built 

around these centers, or seeds. 

• Cluster membership: Cluster membership indicates the 

cluster to which each object or case belongs. 

• Dendrogram: A dendrogram, or tree graph, is a graphical 

device for displaying clustering results. Vertical lines 

represent clusters that are joined together. The position of 

the line on the scale indicates the distances at which clusters 

were joined. The dendrogram is read from left to right. 

• Distances between cluster centers: These distances 

indicate how separated the individual pairs of clusters are. 

Clusters that are widely separated are distinct, and therefore 

desirable. 

• Icicle diagram: An icicle diagram is a graphical display of 

clustering results, so called because it resembles a row of 

icicles hanging from the eaves of a house. The columns 

correspond to the objects being clustered, and the rows 

correspond to the number of clusters. An icicle diagram is 

read from bottom to top. 

• Similarity/ distance coefficient matrix: A 

similarity/distance coefficient matrix is a lower-triangle 

matrix containing pairwise distances between objects or 

cases. 

 

   B. Conducting a clustering analysis  

 • Hierarchical clustering is characterized by the 

development of a hierarchy or tree-like structure. 

Hierarchical methods can be agglomerative or divisive. 

 •   Agglomerative clustering starts with each object in a 

separate cluster. Clusters are formed by grouping objects 

into bigger and bigger clusters. This process is continued 

until all objects are members of a single cluster. 

 • Divisive clustering starts with all the objects grouped in a 

single cluster. Clusters are divided or split until each object 

is in a separate cluster. 

• Agglomerative methods are commonly used in marketing 

research. They consist of linkage methods, error sums of 

squares or variance methods, and centroid methods. 

• The non-hierarchical clustering methods are frequently 

referred to as k-means clustering. These methods include 

sequential threshold, parallel threshold, and optimizing 

partitioning. 

• In the sequential threshold method, a cluster center is 

selected and all objects within a prespecified threshold value 

from the center are grouped together. Then a new cluster 

center or seed is selected, and the process is repeated for the 

unclustered points. Once an object is clustered with a seed, 

it is no longer considered for clustering with subsequent 

seeds. 

• The parallel threshold method operates similarly, except 

that several cluster centers are selected simultaneously and 

objects within the threshold level are grouped with the 

nearest center. 

• The optimizing partitioning method differs from the two 

threshold procedures in that objects can later be reassigned 

to clusters to optimize an overall criterion, such as average 

within cluster distance for a given number of clusters.  

   The steps involved in conducting a clustering analysis is 

given in Figure 1. 
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Figure 1. Flowchart for clustering analysis 

  

III. GENE EXPRESSION PROFILE 

 

• A 2D matrix of gene expression is assumed to have 

measurements as rows represent genes. 

• Columns represent different experiments, time points, 

individuals etc. (what one can measure using one 

microarray) 

• Individual rows or columns are referred to as profiles i.e. a 

row is a profile for a gene as shown in Figure 2. 

• Task Definition: Given the expression profiles for a set of 

genes or experiments/individuals/time points (whatever 

columns represent) 

• To do: organize profiles into clusters such that instances in 

the same cluster are highly similar to each other whereas 

instances from different clusters have low similarity to each 

other.  

 
Figure 2. Hierarchical clustering of expression data 

 

A.   Distance Metrics 

Distance metrics are used to measure distance (variations) 

between the elements (objects) of a cluster to determine its 

meaningfulness. This also determines the clustering 

algorithm that has to be used.  

Distance Properties: 

  
Distance Metrics: 

  
 

B.   Data Processing 

Gene expression data should be processed before modelling. 

After data normalization, gene expression data should be 

represented by discrete symbol in order to make HMM 

model. The expression-level measurements of a gene in a 

given situation have a roughly Gaussian distribution . With 

common technologies, the logarithm of the expression 

levels obeys normal distribution  . Therefore, we can use 

this feature to convert data to discrete symbols using 

equation (1). The data normalization uses the following 

formula: 

  

Where  is the expression data of gene i at time point j, 

; is the average expression data of gene i. The above 

formula makes the mean of expression data, µ, to be 0, and 

the standard deviation, σ, to be 1. The data normalization is 

to make all of the data into the same area. Furthermore, the 

following equation (2) is used to make the gene expression 

data fall into the particular interval [a, b]: 

 

  Where  and are the minimum and 

maximum values in a single gene expression time-series 

data sequence. ‗a‘ and ‗b‘ can respectively take the values of 

-3σ and 3σ. According to the nature of the normal 

distribution, it can be determined which one of the three 

symbols: I (increased), D (decreased) and U (unchanged), 

should be used to represent the data given by equation (3).  
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Where  is the obtained symbol representing the gene 

expression time series data. 

IV. HMM-HC ALGORITHM 

 

In hierarchical clustering, the data is not partitioned into a 

particular cluster in a single step. Instead, a series of 

partitions takes place, which may run from a single cluster 

containing all objects to ‗n‘ clusters that each contain a 

single object. Hierarchical Clustering is subdivided into 

agglomerative methods, which proceed by a series of 

fusions of the n objects into groups, and divisive methods, 

which separate ‗n‘ objects successively into finer groupings. 

Agglomerative techniques are more commonly used. 

Hierarchical clustering may be represented by a two-

dimensional diagram known as a dendrogram, which 

illustrates the fusions or divisions made at each successive 

stage of analysis. The endpoint is a set of clusters, where 

each cluster is distinct from each other cluster, and the 

objects within each cluster are broadly similar to each other. 

Hierarchical clustering starts by treating each observation as 

a separate cluster. Then, it repeatedly executes the following 

two steps: first, identify the two clusters that are closest 

together, and second, merge the two most similar clusters. 

This continues until all the clusters are merged together. 

The choice of distance metric should be made based on 

theoretical concerns from the domain of study. Where there 

is no theoretical justification for an alternative, the 

Euclidean should generally be preferred, as it is usually the 

appropriate measure of distance in physical world. 

After selecting a distance metric, it is necessary to 

determine from where distance is computed. For example, it 

can be computed between the two most similar parts of a 

cluster (single- linkage), the two least similar bits of a 

cluster (complete-linkage), the center of the clusters (mean 

or average-linkage), or some other criterion. Many linkage 

criteria have been developed. 

As with distance metrics, the choice of linkage criteria 

should be made based on theoretical considerations from the 

domain of application. A key theoretical issue is what 

causes variation. Where there are no clear theoretical 

justifications for choice of linkage criteria, Ward‘s method 

is the sensible default. This method works out which 

observations to group based on reducing the sum of squared 

distances of each observation from the average observation 

in a cluster. 

The HMM-HC clustering algorithm is divided into two 

stages. First, model gene expression time-series data, every 

model representing one cluster. Second, cluster models with 

the strategy of hierarchy. The specific steps of the algorithm 

are as follows: 

l. For the given gene expression data sequences: {O1, O2, 

On}, build a HMM model λ1 for the sequence O1 at first, 

and then put O1 into the cluster c1, c1: {O1}; 

2. Calculate the probability of the sequence O2 produced by 

model λ1, P(O2| λ1) , if |l-P(O2| λ1)/P(O1| λ1)| < ε, put O2 

into the cluster c1 , c1:{O1, O2 }, and adapt parameters of 

the model λ1, else build a new model λ2 for O2, and put O2 

in the cluster c2,c2:{O2}; 

3. For the sequence Oi, assume that there have already built 

k models: λ1, λ2… λk and k clusters: 

 
Find λM which could produce the maximum probability, P 

(Oi | λM), and the sequence OM in the cluster cM which has 

the maximum probability in model λM, P (OM | λM). If |l-P 

(Oi | λM) / P (OM | λM) | < ε, put the sequence Oi; into 

cluster cM, and adjust the parameters of the model λM, else 

build a new model λk+1, put Oi; into new cluster ck+1, 

ck+1: {Oi}; 

4. Repeat step 3 until finding appropriate clusters for all the 

sequences; 

5. For the HMM models obtained by the above steps, every 

time merge two models which have the smallest distance 

among all the models until only one is remained. In the 

merging process, first combine the clusters which the 

models represent, then use the members of the combined 

clusters to train the parameters of one of the two models. 

Retain the trained model and delete another. 

In the algorithm, ε is a real number close to 0, and the 

distance between two models is defined by equation (4): 

  
Where D (λx || λy) and D (λy || λx) respectively represent 

the distance from λx to λy and from λy to λx. The time 

complexity of HMM-HC is smaller than existing model-

based methods. When building and merging HMM models, 

the parameters training process of HMM-HC doesn't use all 

of the gene sequences to train parameters, which reduces a 

lot of computation. 
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V. GENETIC CLUSTERING ALGORITHM 

 

Various adaptations are used to enable the GA to cluster and 

to enhance their performance. Further the Genetic 

Clustering Algorithms are tested on databases, which are 

benchmarks for data mining applications or heuristics are 

added to enable the GAs to cope with a larger number of 

objects. Genetic algorithm for the clustering problem fall 

into the following areas: representation, fitness function, 

operators and parameter values. Figure 3 shows the 

dendrogram for the hierarchically related clusters. 

 

A. Representation  

Genetic representations for clustering or grouping problems 

are based on underlying scheme. The scheme represents the 

objects with gene values, and the position of these genes 

signifies how the objects are divided amongst the clusters. 

The use of simple encoding scheme causes problems of 

redundant codification and context insensitivity .This has 

led researchers to devise complicated representations and 

specialized operators for clustering problems. The cluster 

label based on n bit encoding is simple compared to 

parameterization of prototype location. 

  

 
Figure 3. A dendrogram showing hierarchical 

relationship between clusters 

 

In such a representation many genotype translate to a unique 

phenotype. The notion of cluster labels built into the 

representation makes little intuitive sense. Such 

representations have spawned off a set of pre-treatment 

methodologies to make the representations suitable for 

genetic operators. 

Thus, the size of the search space the genetic algorithm has 

to search is much larger than the original space of solutions. 

This augmented space may reduce the efficiency of the 

genetic algorithm. In addition, the redundant encoding also 

causes the undesirable effect of casting context dependent 

information out of context under the standard crossover, i.e., 

equal parents can originate different offspring. 

 

B. Fitness Function 

Objective functions used for traditional clustering 

algorithms can act as fitness functions for Genetic 

Clustering algorithms. However if the optimal clustering 

corresponds to the minimal objective function value, one 

will need to transform the objective function value, since 

GAs work to maximize their fitness values. In addition 

fitness values in a GA need to be positive if one is using 

fitness proportional selection.  

 

C. Genetic Operators  

The operators pass genetic information between subsequent 

generations of the population. As a result, operators need to 

be matched with or designed for the representation, so that 

the offspring are valid and inherit characteristics from their 

parents. Operators used for genetic clustering or grouping 

includes some of the selection, crossover and mutation 

methods.  

 

1) Selection 

Chromosomes are selected for reproduction based on their 

relative fitness. Thus the representation is not a factor when 

choosing an appropriate selection operator, but the fitness 

function is. If all fitness values are positive, and the 

maximum fitness value corresponds to the optimal 

clustering, then fitness proportional selection may be 

appropriate. Otherwise, a ranking selection method may be 

used. 

In proposed Genetic Clustering Algorithm, the genotypes 

corresponding to each generation are selected, which does 

not admit negative objective function values. For this 

reason, a constant equal to one is summed up to the 

objective function before the selection procedure takes 

place. The highest fitness genotype is always copied into the 

succeeding generation.  

 

2) Crossover 

The crossover operator is designed to transfer genetic 

material from one generation to the next. The major 

concerns with this operator are validity and context 

insensitivity. It may be necessary to check that offspring 

produced by a certain operator are valid and reject any 

invalid chromosomes. The proposed Genetic Clustering 

Algorithm crossover operator combines clustering solutions 

coming from different genotypes. It works in the following 

way. First, two genotypes (G1 and G2) are selected. Then, 

assuming that G1 represents k1 clusters, the Genetic 

Clustering Algorithm randomly chooses c∈ {1, 2, K1} 

clusters to copy into G2. The unchanged clusters of G2 are 

maintained and the changed ones have their instances 

allocated to the corresponding nearest clusters (according to 

their centroids). In this way, an offspring G3 is obtained. 

The same procedure is employed to get an offspring G4, but 

now considering that the changed clusters of G2 are copied 
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into G1.Note that, although the crossover operator produces 

offspring usually formed by a number of clusters that is 

neither smaller nor larger than the number of clusters of 

their parents, this operator is able to increase or decrease the 

number of clusters. 

 

3) Mutation 

Mutation introduces new genetic material into the 

population. In a clustering context this corresponds to 

moving an object from one cluster to another. Two 

operators for mutation are used in the Genetic Clustering 

Algorithm. The first operator works only on genotypes that 

encode more than two clusters. It eliminates a randomly 

chosen cluster, placing its instances into the nearest 

remaining clusters (according to their centroids). The 

second operator divides a randomly selected cluster into two 

new ones. The first cluster is formed by the instances closer 

to the original centroid, whereas the other cluster is formed 

by those instances closer to the farthest instance from the 

centroid. 

 

VI. RESEARCH CHALLENGES 

 

The data required for conducting a clustering analysis are 

divided into the two parts namely sparse data and dense 

data. For sparse data, the accuracy is low for the available 

clustering methods. For dense data, the clustering accuracy 

is high. Hence, a subspace is used for clustering high 

dimensional datasets to improve the accuracy. In order to 

form effective clusters in complex data types, higher order 

statistical methods like linear moment (summarize the shape 

of probability distribution) and Pareto index (specifying the 

Pareto distribution) are used. Clustering technique also 

needs to focus on how to reduce the time complexity 

without compromising cluster quality and optimality. On 

similar lines several new investigations may be carried out 

in future. Some of the key research challenges that are faced 

during clustering analysis are:  

1) For large real data sets, the relational distribution of data 

is difficult which helps to understand where the class labels 

are. 

2) For a large number of fragmental clusters, scalability 

remains an important issue. 

3) For huge biological data sets, high cost of computation 

remains a major problem for the researchers.  

4) Cluster Validation remains to be a fundamental problem 

in unsupervised clustering algorithms. 

5) Functions that enable users to efficiently search within 

sub-networks of interest is not yet added to the existing 

algorithms. 

 

VII. CONCLUSIONS 

 

Data mining is the process of retrieving a data from 

extracting useful knowledge, to achieve the effective 

utilization of data resources. In this research the number of 

contributions that are brought in an effective way to 

accomplish the predicted results. Clustering is the 

unsupervised classification of observations, data points or 

feature vectors into groups. The clustering problem has been 

discussed in many contexts and by the investigators in many 

disciplines; this shows its widespread interest and 

usefulness as one of the steps in exploratory data analysis. 

One such is the field of genetics where it is used for the 

extraction of significant patterns from disease data 

warehouses for the efficient guess of heart diseases, cancer 

and tumor. Based on the computation of substantial 

weightage, the numerous patterns having value greater than 

predefined threshold are chosen for valuable prediction of 

cancer, heart disease and tumor. 

An HMM-based hierarchical clustering (HMM-HC) method 

is used to analyse gene expression time series data. 

Compared to conventional methods, the HMM-HC method 

can take advantage of the special feature that in a gene 

expression profile the time point data is correlated with 

others. Moreover, the hierarchical strategy increases the 

efficiency of the method so that it is suitable to cluster high 

through put gene expression time series data. The HMM-

HC method can not only produce high quality clusters, but 

find out the appropriate cluster number. Additionally, the 

Genetic algorithm is very powerful in providing 

optimization for large subsets of the search space. 
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